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Abstract: 

This paper describes an absolute time-based 

concept to simultaneously calibrate a large number 

of MEMS sensors using Ethernet as communication 

interface and investigates new uncertainty 

influences related to the absolute time base. 
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1. INTRODUCTION 

Recently, some dynamic calibration procedures 

for accelerometers with digital output have been 

developed [1], [2], [3]. The acquisition of the 

statistical parameters of the transfer functions of 

MEMS sensors is of great interest [4]. For this 

purpose, many sensors need to be calibrated, 

preferably simultaneously in the same system. If 

both the reference and the DUT (device under test) 

signals are acquired in relation to an absolute time 

base, the phase relationship of the signals can be 

determined without any further synchronisation of 

the sampling. In this way, any number of DUT 

signals can be acquired simultaneously with 

independent low-cost devices. 

In contrast to a calibration according to ISO 16063-

11, the uncorrelated jitter and drift of the different 

time bases lead to an additional uncertainty 

component using this new concept of calibration. 

2. DATA AQUSITION 

As part of the European Met4FoF research 

project within the EMPIR programme [5], an open-

source microcontroller-based data acquisition unit 

(DAU) was developed that reads MEMS sensors 

with digital output and sends the measurement data 

with associated absolute timestamps (with 

nanosecond resolution and uncertainty awareness) 

via a state-less data and description protocol using 

UDP (User Datagram Protocol) [6] to a receiving 

PC. UDP is part of the Internet Protocol Suite, hence, 

this inexpensive proven technology for the 

connection of many devices is readily available at 

large scale. Figure 1 shows the proposed setup for 

the sensor data acquisition for 16 3-axis-sensors. 

Groups of four sensors are connected to a DAU 

which acquires the data as sets of x, y, and z-

acceleration values and forwards them after 

timestamping and conversion from integer readings 

to SI units to a server that stores the measured values, 

timestamps and metadata in an HDF5 file for post 

processing. 

 

Figure 1: Proposed 3-axis multi-sensor calibration 

system 

3. TRANSFER FUNCTION 

The MEMS sensors generate their sample clock 

internally and therefore the measured values carry 

the timestamps 𝑡DUT0 0, 𝑡DUT0 1,   ⋯  ,𝑡DUT0 𝑛DUT0
 for 

the first sensor and 𝑡DUT1 0, 𝑡DUT1 1,   ⋯   𝑡𝐷𝑈𝑇1 𝑛DUT1
 

for the second, and so on. Since the sampling 

frequencies of the sensors are slightly different and 

vary with time, the number of samples 𝑛DUT in an 

observation window may differ.  

The integer (int64) absolute timestamps in 

nanoseconds elapsed since January 1st, 1970, 

00:00:00 UTC – the Unix epoch, currently have 61 

bits of significant data, consequently there is a loss 

of precision if they are directly converted to floating 

point (f64) numbers. The absolute timestamps are 

therefore converted to relative timestamps for the 

subsequent IEEE 1057 conformant three-parameter 
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sine approximation. As a reference point, the 

timestamp of the first reference sample can be used. 

The relative timestamps are calculated as follows: 

∆DUT0 𝑛 = 𝑡DUT 0 𝑛 − 𝑡REF 0 

∆DUT1 𝑛= 𝑡DUT1  𝑛 − 𝑡REF 0 . 
(1) 

Note that the relative timestamps do not need to 

be all positive and that a loss of precision occurs due 

to mantissa overflow in the subsequent conversion 

to a 64-bit floating-point value about 87 hours 

(248 ns) after the relative time start. 

By means of a three-parameter sine 

approximation (3PSA) based on relative timestamps, 

amplitude 𝑎̂(𝜔)  and initial phase 𝜑(𝜔)  are 

determined with respect to 𝑡REF 0  for all signals, 

including the reference. The magnitude and phase 

response of the complex transfer function is 

subsequently calculated as follows: 

|𝑆(𝜔)| =
𝑎̂DAU(𝜔)

𝑎̂REF(𝜔)
 

𝜑(𝜔) = 𝜑DAU(𝜔) − 𝜑REF(𝜔) . 

(2) 

Figure 2 shows a simulation of non-equidistant 

sampling of a 400 Hz sine signal by four digital 

sensors and the analogue calibration system, signal 

parameters are given in Table 1 shows a simulation 

of four digital sensors sampling a 400 Hz sine signal 

with a nominal sampling frequency of 1 kHz as well 

as the reference signal sampled uniformly by the 

analogue calibration system with a sampling 

frequency of 10 kHz. The absolute timestamps were 

converted to relative timestamps in respect to the 

first reference sample. 

The sampled timestamps differ due to the 

variation of the sample frequency of the different 

sensors; the fourth sensor DUT3 has a sample with 

a negative timestamp. 

To simulate a non-equidistant sampling, 

normally distributed phase noise was added to the 

sampling time points. The simulation parameters 

are given in the following table. 

Table 1: Simulation parameters of the sensor sampling 

simulation shown in Figure 2. 

Sensor 

Mean 

sampling 

frequency 

𝑓s 

Initial 

sampling 

phase 

Sampling 

jitter 

std. dev. 

Unit Hz ° % of 1/𝑓s 

DUT0 1000 0 15 

DUT1 950 20 11 

DUT2 1050 80 8 

DUT3 1025 -30 3 

 

In the figure, the data points shown as filled dots 

are given with absolute timestamps. The triangles 

show data points with normally distributed jitter but 

corrected sampling frequency. The correction can 

be done either by timestamping (as in this work), by 

a four-parameter sine approximation [7] or via 

period-length measurement [7]. The crosses show 

values where the nominal sampling frequency was 

assumed. After a short measurement time, a 

substantial time difference between nominal and 

actual sample time occurs, and a three-parameter 

sine approximation (3PSA) would no longer yield 

reasonable values. 

 

Figure 2: Simulation of non-equidistant sampling of a 400 Hz sine signal by four digital sensors and the analogue 

calibration system, signal parameters are given in Table 1 
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4. JITTER AND TIMING

 

Figure 3: Absolute timestamping test setup 

Drift and jitter cause a deviation of the absolute 

timestamps since different time bases are used for 

the reference and each DAU. These effects are no 

longer negligible in the calculation of the transfer 

function due to their statistical independence. 

To investigate this influence, a data ready signal 

(DRS) was mimicked by a (rectangular) 1 kHz 

waveform, which was derived from PTB’s central 

frequency distribution. This DRS was timestamped 

by two DAUs each using its individual GPS-

controlled oscillator. Based on the timestamps of the 

latter and the presumption that the DRS represented 

an ideal time course (ITC), the continuous deviation  

∆𝑡ITC(𝑡) was determined. A schematic of the setup 

is shown in Figure 3. 

Figure 4 shows in purple and blue the time 

deviations from the expected values for two boards 

with internal 8 MHz oscillator as clock source and 

two different GNSS (Global Navigation Satellite 

Systems) modules. The difference between these 

time deviations is shown in green. Only a small 

correlation of the deviations could be found. The 

sawtooth-shaped artifacts within each curve are 

characteristic for the internal clock of the STM32 

Nucleo board.  

The orange and brown plots show the deviations 

of the timestamps using a single common GNSS for 

both DAUs (DRS source unchanged). The time 

deviations for this case are almost entirely 

attributable to the GNSS module and they are 

therefore strongly correlated. The time difference 

between the modules shown in red is in the range of 

the quantisation limit of 9.25 ns. 

4.1. Time deviations and phase noise 

If a dynamic signal is sampled with a sample 

pulse, the signal’s representation in the frequency 

domain is always convolved with the Fourier 

transform of the sample clock. Therefore, the 

temporal behaviour of the sampling signal, i.e. its 

jitter or its spectral representation, the phase noise, 

is of interest. Figure 5 is taken from a recommended 

article [8] on jitter and phase noise that visualises 

this convolution; [9] also provides a good overview 

of this topic.  

 
Figure 5: Effect of phase noise on the sampling of an 

ideal sine, modified from [8] 

The deviations of the timestamps from ITC 

correspond to a phase noise that can be 

characterised by the following method if one can 

assume that the jitter of the mimicked 1 kHz DR 

signal is small compared to the uncertainty of the 

timestamps. 

For 𝑛 = 220  consecutive timestamps 

𝑡0, 𝑡1 … 𝑡𝑛 , the function value of a sinusoidal 

oscillation with the DR signal frequency 𝑓s , in our 

case 1 kHz, an amplitude of 1 and zero initial phase, 

is generated. If the formerly determined deviations 

∆𝑡ITC(𝑡)  are added to the simulated (perfect) 

timestamps prior to the calculation of the sine, a 

deviation in the sample amplitude of the generated 

signal occurs, and it becomes noisy. The Fourier 

transform of this signal directly provides the phase 

noise of the timestamping as follows: 

Phasenoise(𝑓) =  ℱ(1 ⋅ sin(𝑓s ⋅ 2π ⋅ 𝑡 ))/𝑛 . (3) 

 

Figure 4: Time deviations for two DAUs in two configurations, as well as the difference of the timestamps 
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It should be taken into account that the effect of 

phase noise on a signal is proportional to the signal 

frequency. Figure 6 shows in blue the phase noise 

determined by this method for the use of the internal 

GNSS-controlled oscillator of a DAU. There are 

periodic spikes occurring with a multiple of 1 Hz 

which are caused by the resynchronisation of the 

oscillator frequency with the GNSS time pulses 

every second.  

Even if a very stable clock source is used, the 

periodic synchronisation effects are noticeable 

(orange), which are caused by the jitter of the GNSS 

pulses and could be reduced by suitable algorithms 

in the DAU. 

The same methodology can be used to study the 

phase noise of digital sensors without any external 

clock information. For this purpose, a sufficiently 

long data set of e.g. 𝑛 = 220 samples is recorded. 

The average sampling frequency is determined by 

the following equation: 

𝑓s = (𝑡𝑛 − 𝑡0)/𝑛 . (4) 

With this sampling frequency, the phase noise 

can be directly determined from the resulting 

timestamps (which are presumed to be strictly 

periodic) according to (2). 

In Figure 6 is shown as well as the measured 

phase noise of two digital sensors: A Bosch 

BMA280 (red), which has significant narrow-band 

phase noise in the range up to about 0.05
∆𝑓

𝑓𝑐
=

10 Hz

2064 Hz
 and a TDK Invensense MPU9250, which 

demonstrates significantly less narrow-band phase 

noise, probably due to an internal temperature 

compensation in the PLL that generates the 

sampling clock of the latter sensor. 

4.2. Sine approximation simulations 

Jitter leads to a reduction of the measured 

amplitude and a deviation of the measured phase [9]. 

To investigate both the amplitude reduction and the 

phase deviation due to timestamping jitter, three-

parameter sine approximations using absolute 

timestamps and further Monte Carlo experiments 

have been performed. 

For each of the 200 simulations per frequency 

point, 10000 consecutive timestamps were 

generated either from the real time deviations or the 

timestamps with normally distributed jitter. For 

these timestamps, a sinusoidal oscillation was then 

generated with the test frequency, amplitude 1.0 and 

initial phase of zero. 

The simulated frequencies are in the range up to 

50 kHz. All frequencies above 500 Hz are 

subsampled since the simulated sampling clock is 

1 kHz. 

Frequencies violating the Nyquist-Shannon 

sampling theorem for under-sampling were shifted 

by +10 Hz. 

The amplitude, phase and DC offset are 

determined from these synthesised signals by a 

3PSA. 

Figure 7 visualizes the mean values of the fitted 

amplitudes divided by the nominal amplitude. For 

the normally distributed jitter, a Gaussian-shaped 

amplitude decrease over frequency can be observed. 

The cut-off frequency correlates negatively with the 

square of the jitter amplitude. 

Since the normally distributed jitter is 

uncorrelated in time, this behaviour can be 

explained by a convolution of the Dirac-shaped 

sample pulse with the Gaussian-shaped probability 

density function of the jitter. The Fourier-

transformed Gaussian signals are themselves also 

Gaussian. 

For the real jitter, the amplitude decrease is at 

least one order of magnitude smaller because of the 

temporal correlation of the sample jitter. 

 

Figure 6: Calculated phase noise for boards with internal oscillator (blue) and external normal frequency clock source 

(orange), as well as measured phase noise of two digital MEMS accelerometers 
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Since the jitter is unbiased, there is no deviation 

of the phase mean. In contrast to the amplitude 

calculations, the standard deviation of the simulated 

phases is significantly worse (see Figure 8 orange 

and blue) than the linear jitter amplitude /phase 

uncertainty relationship of the normally distributed 

values would suggest. This is mainly due to the low 

frequency drift components of the real sample time 

deviations. 

4.3. Use of common time and clock source 

By using a sufficiently good clock source and a 

common absolute time source, e. g., a single, 

common GNSS module, this uncertainty influence 

can be almost completely avoided. See Figure 4, 

where the red graph shows the difference between 

the timestamps of two different DAUs with the 

same clock source and absolute time source but 

independent internal PLLs. In this setup, the time 

quantisation is dominant and results in a phase 

uncertainty from this source of about 0.1° for a 

frequency of 50 kHz. 

5. SUMMARY 

We present a method based on absolute 

timestamps for the simultaneous calibration of a 

large number of digital accelerometers. A sinusoidal 

vibration is excited and recorded by all sensors 

including the reference. An arbitrary reference point 

in time is selected relative to this, sine 

approximations are performed, and the complex 

transfer coefficients are calculated. The use of 

different time bases results in new uncertainty 

influences which are investigated and quantified 

based on simulations and experiments. Due to the 

temporal correlation of the real jitter, simulations or 

calculations with normally distributed jitter are not 

sufficient and a Monte Carlo simulation is necessary. 

The temporal correlation of the jitter usually leads 

to an improvement of the amplitude calculation and 

a deterioration of the phase determination compared 

to the normally distributed case. It could be 

demonstrated that a single common clock and time 

source should be used if possible. 
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