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Abstract 

 
As part of the Metrology for Drug Delivery ("MeDD II") European joint research project, a primary method for the 

measurement of liquid flow rates at the nanolitre per minute scale has been developed. This primary standard allows the 

calibration of flow meters and flow generators such as infusion pumps, pressure controllers and syringe pumps, for flow 

rates ranging from 10 nL/min to 1500 nL/min with relative expanded uncertainties (   ) of 12 % and 0.15 %, 

respectively. The system is based on the measurement of the displacements over time of a liquid/air interface moving 

inside a cylindrical glass capillary tube. The flow rate is obtained by multiplying the resulting flow velocity by the cross-

sectional area of the tube which depends on the square of the capillary’s inner radius. In order to ensure the traceability of 

flow rate measurements to International System of Units, camera and frame rate calibration procedures have been 

established. However, the measured flow rates depend on the local value of the inner diameter which must also be 

traceable. In this paper, we present a method to measure the inner diameter of cylindrical thin-walled capillaries by 

confocal microscopy. The method allows visualizing the inside of a tube by filling it with a fluorescent solution and 

acquiring  -stacked images along its full height. The mean inner diameter is deduced from the widths of the fluorescent 

signal in the obtained images which are measured by image processing. The method was applied on capillaries with 

different inner diameters and the results were compared with the values given by manufacturers. The relative expanded 

uncertainties (   ) were estimated to a maximum of 4 %, which is two times lower than the one provided by 

manufacturers.

 
1. Introduction 

 

Low flow rates are present in many applications such as 

microfluidics [1-3], healthcare [4-6], microreactors [7], 

liquid chromatography [8], to give a few examples. In the 

healthcare sector, drugs are delivered with flow rates as 

low as 3 nl/min using infusion and syringe pumps. The 

dosing errors associated with these devices can have 

serious effects on the patients’ health [9, 10]. It is therefore 

necessary to calibrate them against primary standards in 

order to guarantee the accuracy of the administered doses 

and their traceability to the International System (S.I.) of 

Units.  

The top of the traceability chain for calibration of liquid 

flow generators and flow meters in France is ensured by 

LNE-CETIAT’s gravimetric primary standards, down to 

16 µl/min [11]. In order to extend the national reference to 

lower flow rates and enable the calibration and 

characterization of devices working below 16 µl/min, we 

developed a low-flow-rate, non-invasive primary standard 

[12]. The system is based on temporal displacement 

measurements of a liquid/air interface moving inside a 

cylindrical glass capillary tube. Our method allows the 

measurement of flow rates ranging from 10 nl/min to 1500 

nl/min with relative expanded uncertainties (k=2) of 12 % 

and 0.15 %, respectively. The volumetric flow rate is 

given by: 

 

        
  

 

 
 
   

 
 , (1) 

 

where   is the mean flow velocity,   is the inner radius of 

the capillary,   the capillary’s inner diameter, and   the 

interface’s displacement during the time interval  . The 

traceability of the measured distances and timestamps is 

ensured on one hand by the calibration of the camera and 

the frame rate on the other hand. 

The flow rate also depends on the local value of the inner 

diameter, which must be measured accurately using 

traceable methods. A simple way to measure the inner 

diameter of a capillary tube would be to weigh it empty 

then filled with a liquid [13] or weigh the volume of a 

liquid’s drop that occupies a given length of the capillary 

[14]. Although simple, these methods give only an average 

value of the diameter which can vary along the tube. 

Besides, it is difficult to ensure that the capillary is 

completely filled or to measure accurately the length of a 

liquid plug due to the presence of menisci  

S. Kwon et al. employ an X-ray projection imaging 

technique in which monocapillary X-ray glass optics with 

inner diameters of around 108 µm are scanned using a 
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high intensity synchrotron radiation beamline. The inner 

diameters at different positions are determined with an 

accuracy of 1.32 µm [15]. However, this method requires 

synchrotron radiation which is difficult to access regularly 

and does not allow analysing the inner surface of the 

capillaries. In order to overcome these limitations in the 

study of the monocapillary performance under the effect of 

inner radius variations, S. Zhang et al. apply a contrast-

enhanced micro-CT to reconstruct in 3D the inner surface 

of the monocapillaries and analyse their roundness. 

However this method is limited by the spatial resolution of 

the projection images [16]. N. Hobeika et al. propose an 

optical method which takes advantage of the refraction of 

light through capillaries in order to study the contact angle 

of immiscible fluids and detect thin films on the inner wall 

of the capillary. In their paper, they propose a 

mathematical equation relating the inner diameter of the 

capillary with an apparent diameter that appears in images 

of the capillaries and under certain focus conditions, as 

two white lines [17, 18]. The adjustment of the focus in 

order to make the white lines appear is however difficult 

and the associated uncertainty has not been evaluated in 

their paper. 

In this paper, we propose a method to measure the inner 

diameter at different positions along the capillary by filling 

it with a fluorescent liquid and using confocal microscopy 

to visualize its hollow part. A complete uncertainty budget 

including the microscope’s calibration and the different 

image processing methods has been established.  

First, is presented the measurement setup and the working 

principle, then the uncertainty budget is detailed. Finally, 

the results obtained are discussed.  

 

2. Materials and Methods 

 

2.1 Setup Description 

As shown in Figure 2, the measurements were carried out 

using a LEICA DMi 8 inverted fluorescence microscope 

with a 25x objective that works with water as an 

immersion liquid. The inner diameters (ID) were measured 

for round capillary tubes by VitroCom Inc. The capillaries 

are made of clear fused quartz (GE type 214, 

manufacturer’s inner diameters               ) 

with a refractive index of         at         nm. 

Nile Red powder (Sigma-Aldrich 2485-100MG) was 

diluted in Dimethyl sulfoxide (DMSO from VWR, 

        at          nm) with a concentration of 

0.01g/L. The capillaries were initially cleaned using 

isopropanol then filled, by capillarity, with the previously 

prepared solution. A volume of glycerol (Sigma-Aldrich, 

        at         nm) was deposited in the centre 

of a coverslip (24x40 mm, thickness 170 µm, Menzel-

Gläser #1.5H). The capillary tube was then placed 

horizontally at the middle of the coverslip. It is necessary 

that the glycerol covers the capillary’s height completely 

and has a flat surface near the tube. This can be achieved 

either by placing a glass slide on top of the capillary or by 

putting enough glycerol which, by the effect of gravity, 

flattens far from the edges. Double-sided tape was used to 

fix the tube on the coverslip. 

Covering the capillary with glycerol and filling it with 

DMSO that is necessary to dissolve the Nile Red dye, 

ensures to reduce the distortions caused by the light’s 

refraction at the different air/glass and liquid/glass 

interfaces [17, 18], since they have similar refractive 

indices as the capillary’s glass. 

A drop of water was deposited on the lens of the objective 

and the coverslip placed on the support, perpendicularly to 

the objective’s axis, in contact with the drop. 

 

 

Figure 1: Photograph of the measurement setup. (left) general view of 

the Leica DMi8 microscope. (Right) Zoom into the setup including the 

filled capillary on a coverslip, covered by glycerol. 

 
 

Figure 2: Schematic illustration of the measurement setup. 

 

2.2 Working Principle 

Exposing the capillary which is filled with a fluorescent 

solution, to a light at the excitation wavelength of Nile 

Red causes the solution to emit light at its emission 

wavelength, which can be captured over all the confocal 

planes traversing horizontally the inside of the capillary. 

As the light is emitted only from the solution, it is possible 

to visualize the hollow part of the capillary in order to 

determine its inner diameter locally. The excitation and 

peak emission wavelengths were 480 nm and 575 nm, 

respectively. 

 Z-stacked confocal images across the capillary’s height 

are acquired with  -steps of 2 µm and 5 µm for capillaries 

with an inner diameter equal to 200 µm and 500 µm, 

respectively (Figure 3). The fluorescent signal on each 

image represents the horizontal cross section of a cylinder 
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at a given height. Starting from the bottom of the capillary, 

the width of the signal increases to reach its maximum at 

the centre, then decreases until it disappears at the top. The 

widths of the fluorescent signal are measured by image 

processing and, assuming the cross section of the capillary 

to be circular, we determine its inner diameter from the 

radius of the fitting circle as explained below. Only a part 

of the capillary fits inside the microscope’s field of view. 

In order to measure the inner diameter at different 

positions the capillary must be moved on the y axis. 

 

Figure 3: Schematic illustration of the measurement working principle 

 

Figure 4 Shows the obtained grayscale (8 bit) images for a 

capillary of 200 µm inner diameter (value given by the 

manufacturer), acquired from top to bottom with a step of 

2 µm. 

 

Figure 4: Images forming a z-stack across the section of a 200 µm inner 

diameter capillary with a z-step of 2 µm (top) and the 3D view of the 

capillary’s hollow part (bottom) 

The images are processed using a homemade Python script 

that is represented by the flowchart in the Annex, Figure 

A1.  

Images near the bottom and top of the capillary are not 

taken, as the fluorescent signal is very weak and non-

uniform. The rest of images are all processed identically 

inside a loop as follows. First, a region of interest (ROI) is 

selected using coordinates that were manually determined 

from the image with the largest width to ensure that the 

signal is always included in the cropped image. Then, a 

Gaussian blur filter, with a kernel of size 5x5, is applied 

on the ROI in order to reduce noise. After that, the pixel 

levels are averaged vertically so as to have uniform  

columns, all the pixels of a column are replaced by their 

mean intensity. Next, the edges of the fluorescent signal 

are detected using Canny edge detection method [19]. 

Given that the pixel intensities are uniform vertically, the 

two edges are represented only by their   coordinates,    

and   .  Thus the width is written as: 

 

           (2) 

 

Pixel intensities between the background and the 

fluorescent signal vary gradually making difficult the 

determination of the edges. It is then important to estimate 

the uncertainty associated with the measurement of the 

signal widths due to edge detection. For this purpose, we 

evaluate the largest range where each edge can be found. 

A variance filter is applied on the ROI which results in an 

image with black pixels everywhere excepting in regions 

where pixel intensities vary i.e. across edges. The limits of 

the range of possible positions are determined by detecting 

the edges of variance areas. The combinations of the 

coordinates of the variance intervals and the initially 

detected edges are used to compute all possible signal 

widths. The final width is taken as the mean of all   width 

values following the equation below: 

 

   
∑   
 
   

 
 (3)  

 

 
 

 

Figure 5: Image processing results on a part of one edge of the 
fluorescent signal. (A) Original image. (B) Smoothed image with a 

Gaussian blur filter. (C) Vertical averaging of the pixel intensities and 

detected edge (blue). (D) Application of a variance filter and the 
associated detected edges (red). (E) Averaged image with all previously 

detected edges (red and blue) 
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Figure 6: Schematic illustration showing the measurement of the 
fluorescent signal’s width from the coordinates of the detected edges. In 

blue are the initially detected edges of the signal and in red the edges of 

the variance areas. 

 

The inner diameter is determined by performing a circular 

regression on half widths of the fluorescent signals and the 

associated   positions. The centre of the circle is fixed at 

the origin of the   axis and, since we consider the cross 

section of the capillary to be circular, all widths are 

centred at    . In this case two   values, equal to     

and –   , are associated with the same   position to form 

two data points (Figure 7). 

 

 

Figure 7: Schematic illustration describing how data points for the 

circular regression are determined 

 

The equation of the obtained circle is given by:  

 

 (    )
  (    )

  
  

 
 (4) 

 

With (      ) the coordinates of the circle’s center. 

 

2.3 Uncertainty Budget 

In order to estimate the total measurement uncertainty, we 

quantify the uncertainty sources associated with the 

measurement of the signals’ width that is measured along 

the   axis (  ), the resolution of the microscope’s stage on 

the   axis (   ) and the residuals of the circular fit 

performed on the measured widths with respect to z-steps 

(    ). These components are then combined according to 

Equation (4) [20]: 

 

  ( )  √(
  

  
)
 

  
  (

  

  
)
 

  
      

  (5) 

Where the partial derivatives of   with respect to   and   

are the sensitivity coefficient deduced from Equation (4) 

and written as follows: 

 

 
  

  
 
    

 
  
  

  
 
    

 
 (6) 

 

We choose to maximize the total uncertainty by taking the 

maximum possible value for the differences     and 

    . that is  . In this case, the sensitivity coefficients 

are equal to 1 and the total uncertainty is written as: 

 

  ( )  √  
    

      
  (7) 

 

The uncertainty associated with the measurement of the 

fluorescent widths by image processing is expressed by 

Equation (5) and results from the resolution of the 

microscope i.e. the pixel size ( 
          

), the calibration of 

the microscope ( 
     

 ) and edge detection of the signal’s 

widths ( 
     

). 

    √      
             

        
  (8) 

 

The calibration of the microscope consists of the 

determination of the pixel size using an objective 

micrometre (Figure 8, A) and a quantification of the 

optical lens distortions, that may affect the pixel size 

values in the microscope’s field of view, using a distortion 

grid (Figure 8, B). These targets are both calibrated in an 

ISO17025:2017 accredited laboratory to ensure the 

measurements’ traceability to the unit of length.  

 

 

Figure 8: Image of the objective micrometer (top) and the distortion 

target (bottom) acquired by the microscope  

The calibration procedure does not fall within the scope of 

this work and will be discussed in another paper.  

Nevertheless, we give the expression of the associated 

uncertainty in the equation below: 

 

        √   
        

     
             

  (9) 

 

Where     is the uncertainty associated with the 

calibration of the objective micrometer issued in the 

calibration certificate,        is associated with the image 
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processing procedure used to determine the pixel size,     

is associated with the calibration of the distortion target 

and             is the standard deviation of the pixel sizes 

over the microscope’s field of view.  

The uncertainty associated with edge detection is given by 

Equation (7) and deduced from the image of the 

capillary’s centre i.e. the largest fluorescent strip, as 

explained in working principle section. 

 

        
         

 √ 
 (10) 

 

With      and      the minimum and maximum widths 

of the signal at the center image, respectively.  

 

The mean inner diameter is determined by assuming that  

The cross section of the capillary is circular; the 

uncertainty due to this assumption can be evaluated from 

the regression residuals as follows: 

 

       √
∑ (        )

  
   

   
 (11) 

 

6. Results and Discussion 

 
The results obtained for 10 capillaries of 200 µm           

and 500 µm inner diameters are presented in Table 1. As 

the fluorescent signal far from the capillary’s centre 

decreases quickly, only the widths measured in images 

near the centre were used to perform the circular 

regression. 

The measurement values are compatible with the ones 

given by the manufacturer and the relative errors do not 

exceed 2 %. The measurement expanded uncertainties are 

two times lower than the ones provided by the 

manufacturer and are mainly due to the determination of 

the fluorescent signals’ widths by image analysis. 

 
Table 1: Table of the obtained results with comparison to the values 

given by the manufacturer 

Given by 

manufacturer 
Given by fluorescence microscopy method 

ID 

(µm) 

Tolerance 

degree 

(%) 

N° 
ID 

(µm) 

uw 

(k=1) 

(µm) 

uz 

(k=1) 

(µm) 

ufit 

(k=1) 

(µm) 

u(d) 

(k=1) 

(µm) 

u(d) 

(k=2) 

(%) 

Error 

(%) 

500 

10% 

1 493,7 3,1 0,01 0,9 3,2 1,3% 1,3% 

2 493,3 3,1 0,01 1,4 3,4 1,4% 1,4% 

3 496,8 3,6 0,01 1,1 3,7 1,5% 0,6% 

4 490,9 4,0 0,01 1,1 4,2 1,7% 1,9% 

5 492,6 4,0 0,01 1,2 4,2 1,7% 1,5% 

6 495,3 4,5 0,01 1,2 4,7 1,9% 0,9% 

200 

1 197,7 3,5 0,01 0,5 3,6 3,6% 1,2% 

2 197,8 3,5 0,01 1,2 3,7 3,8% 1,1% 

3 197,0 3,5 0,01 0,6 3,6 3,6% 1,5% 

4 199,0 3,5 0,01 0,9 3,7 3,7% 0,5% 

 

Figure 9: Measured half signal's widths vs. z-steps 

 
7. Conclusion 

 
A method for the measurement of the inner diameter of 

round capillaries by fluorescence microscopy has been 

developed and tested with tubes having different 

diameters. The traceability of the method to the S.I. of 

Units is ensured by the calibration of the microscope. An 

uncertainty budget including all main sources of 

uncertainty has been established and the estimated relative 

expanded uncertainties (   ) do not exceed 4% which is 

two times lower than the uncertainties provided by the 

manufacturers which can reach 10 %. 
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Annex 

 

 
 

Figure A1: Flowchart of the image processing steps to measure the inner 
diameter of the capillary 
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