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Abstract: This paper describes the metrological - adjusting the error close to Max, using internal or

requirements and the measurements methods forataxiid adequate external weights, to allow compensation fo

nonautomatic weighing instruments. It also may heseful changing environmental factors such as temperature

guideline for operators working in calibration lahtories and, implicitly, air density.

accredited in various fields. This paper is alsiended to Estimating the expanded uncertainty is based on:

enable metrology laboratories to prove a given edpd - repeatability

uncertainty using suitable procedures. Two examgles - resolution

calibration methods are given: one for electron&ghing - eccentricity

instruments and another for the mechanical instnisadhe - the influence of temperature variations at the clitese

described methods include information regarding the- accuracy measurements

measurements standards used for calibration, emaatal - the standards weights used in the accuracy

conditions, calibration procedures and estimatidnttee measurements

measurement uncertainty. - hysteresis

Keywords: electronic weighing instruments, mechanical1 R tabilit

weighing instruments, multiple ranges and multermal - Repeatability

instruments. At least ten repeated measurements must be
performed. This test should be done at or neantiminal

Introduction maximum capacity of the weighing instrument or gsihe

Calibration methods and the evaluation of theIargest load generally weighed in applications. tHa case

uncertainty described in the paper are in comptianith of a zero deviation between the weighings, therumsént

the OIML Recommendation OIML R 76-1 and 1SO-GUM shall be reset to zero, without determining thereof the
[3] (Guide to the expression of uncertainty in zero indication [1]. The uncertainty due to repbdity of

measurements-1995). The combined standard unctgvrtainthe weighing processy,, is given by standard deviatisrof

results from both the type A and type B evaluatiohshe several Welghln_g_ results obtam_ed for the same kuaxdi_er

measurements uncertainty. the sa;}mleI I;J:ondmo_nz. Forfmulﬂpli range mstr(;Jmtzthls
The environmental working conditions shall be silga trr?z;ssuraémeﬁtscfame out for each range used, tous

for the instrument to be calibrated. The room whdre '

balances are installed must be temperature and ditymi

controlled. It is not allowed to place balances rnea

equipment that generates vibration or in a roomreviueist

may affect them. Also, heat transmission by scéaliation ~ Wherel; is the indication of the weighing instrument and

@

through the windows shall be prevented. is the number of repeated weighings:
_ 1 n
A. Calibration of electronic balances | :HZ I, (2)
=

Before calibration, an electronic weighing ,
instrument should be checked on site to make stre & Resolution

functions adequately for the intended applicatidthe For balances having the resolutidr{equal to the
preliminary operations are: scale interval), the uncertainty of the roundingperu,, for
- identification of the weighing instrument (type, d&b,  each reading is [2]:
serial number, etc.); d/2_ d
- checking the leveling; YR T2 )
- ensuring that electrically powered instruments havel.he uncertainty of the rounding effect for< 0 is given

been switched on for a period of a least one ho v [6]
(preferably overnight) and have reached room

temperature; u = i +dis )
- ensuring that the pan of the weighing instrument is 12

clean and in good condition; Equation (4) is used for single and multiple range
- pre-loading for several times the weighing instratee instruments. For multi-interval instruments, foe ttifferent

to near maximum capacity; scale intervalsl, the uncertainty due to the rounding effect

IS:



2, 42 where: ¢; is the maximum permissible error of thg *
d’+d : :
U, =, —+— 5) applied weights
12

* When the indications of the instruments are coect
for the errors of the weights (the calibration wegyare
introduced as conventional values) the standard
uncertainty from the calibration certificafe..,) should

3. Eccentricity be combined with the uncertainty due to the initsbi

. . ) of the mass of the reference weidhi,) as following
It is preferable to use large weights instead of [2]:

several small weights. The loddshall be applied on the

pan in the positions indicated in Fig. 1 ansequence of >

center, front, left, back, right, or equivalent. U= JU2 +U2 = u U2 ©)
After the first measurement, tare setting may tweedwhen ref cert A e

the instrument is loaded. For instrument havingmare  \when two or more weights are used forthe equation
than four points (= 4) of support, the test load is 1/3 Max. hecomes:

[1]. ;

where: d; isthe smallest scale interval
d, is the scale interval of the appropriate partial
range.

1 1
Fig- 1 : : \@/ U; (k=2) is the uncertainty of the applied weightsnir the
The load is first placed in positon 1 and isCalibration certificate.
subsequently placed in the other 4 positions iradaitrary The calculation of the uncertainty associated with
order. Acceptable solution for uncertainty due tope stability of the standardify) has to take into account a
eccentricity Ue is estimated as follows [2]: change in value between calibrations, assumed #hat
u __A ©6) rectgngular distribution.  This component Wo.ulld be
N E equivalent to the change between calibrations divithy

here, A is the largest difference between off-center andvV3:
central loading indications; Drnax
The eccentric test is not carried out in the cdseeighing Ustab :f (10)

instruments with a suspended load receptor. ) _
o _ where Dy represents the drift determined from the
4. The effect of temperature variations, during the previous calibrations.
calibration, ur is calculated from: ) o )
If previous calibration values are not availalle

Uy :L(A‘ TK 10°) (L (7) uncertainty from the calibrated certificate is ddesed to be
V12 an uncertainty associated to the drift.
where: TK is the effect of temperature on the mean
gradient of the characteristic ppm/K (estimated or taken - ACCUracy measurements
from data information sheet). Weighing instruments should be calibrated
At = tnax— tnin IS temperature variation during the  throughout their range. When a weighing instrunigntsed
calibration, for load.. only over a part of its capacity, the calibratioraymbe

restricted to this part of the measuring rangethia case,
the part range that has been calibrated has tocflecidy
The weights used as measurement standards shalentioned in the calibration certificate and aldalzel with
comply with the specifications in the OIML R111. €h this information should be fixed to the weighingtimment.
traceability of the standards to the Sl unit shallensured.
The standards shall be adequately acclimatizedréefee
calibration (to minimize the effect of convectionp
thermometer kept inside the box with standard wisighay
be helpful to check the temperature difference.
* When the indication of the instrument is not cotedc
for the errors of the weights (the calibration wegyare

5. Mass standards

Measurements are made at about five equal stepssacr
the range of the balance (zero, 0.25Max, 0.50MassNax
and Max). If the balance is typically used for aticalar
load, the accuracy of the scale around this loamlilshbe
measured.

When :

introduced as nominal values) the uncertainty @& th  ~ ::%!Jfé??é?ﬁ instrument was adjusted before
reference \g/elght:uref, is estimated as follows: - the density of weights is close to 8000 k@émd
Ue =—= (8) - the air density is close to 1,2 kg/m
\/§ the indication errorf, , is obtained from the difference
or, when two or more weights are used, between the instrument readihg- upon application of a
Zo’i , loadL - and the value of this load (conventional madseva
Ures :f (8) or nominal value).

E=1-L (11)



The weights are applied in increasing andStarting from eq. (16’) and (16”), the relativestard
decreasing loads. The estimation of uncertaintp@sted uncertainty associated to the buoyancy correctigg) (may
with the indication error taking into account the#luences be calculated as:

of repeatability ,), resolution (), reference weightaigy), , , 1 1., , B, u; 17)
temperatureu;) and hysteresisig). Uac U, )" T (Pa o) %*“pa%
Hysteresis occurs when a balance displays a w2 2
different reading for the same load, when the lisaabplied Udc =—2 +(p, = po)? B2 (18)
increasing the weight and decreasing the weight. Pu Pu
If the diffe_zren_ce isdy, the standard uncertainty due to Uncertainty of air densityu ,, is determined
hysteresis is given by [3]: according to [2]. When the air density is not meaduand
o the average air density for the site is used instehe
Uy = —= =0,290 (12) uncertainty associated to the air density is estitha
V12 (according to chapter C.6.3.4 in [2]) as:
The expression of uncertainty associated with the
determining the indication error is: u(p ):0%2 [kg/m3] (19)
! 3

Uen= /(U )2+ (U )2+ () %+ (u. )22 +(u,)? 13 . . ) .
€D \/( WU (U)o () () (13) The expression of uncertainty associated with

The uncertaintyug, should be calculated for each indication error (when the buoyancy correction jplaed)
value of the load used. IS

From eq. (13), the relative standard uncertainty ca,, _
be calculated a(S:]' ( ) v u Inty Uen= \/(Uw)z +(U)? +(Uyy) : +(up)? L%+ (uy)? + (uge)® 02 (20)

Uen re= Ugn / L (14) The uncertaintyue, should be calculated for each value of

the load used.

and the largest uncertaintyg, el max IS taken into account From eq. (20), the relative standard uncertainty te
for further calculations. The indication error istithe same calculated as:

when the weighing instruments are calibrated ustagdard — / 2
iohts under different conditi n thi ¢ Uen re= Uen / L (21)
weights under different conditions. In this cas error of 4 the largest uncertaintye e maxis taken into account,
indication is:
E=1-(L+BC)=1-L-BC= Uncertainty of measurement for the weighing
instrument
_ 1 1, Pa=Pa, ||_ i -
= | —L_|:_LE%(pa -Po)Eﬂp——p—)+p—ﬂ = The influences of the repeatability and of the
v ¢ rounding error are assumed to be independent fhentolad
11 pa-p applied, while all the other components are progoal to
=l-L+ L[F(pa - )=+ e } (15) the weight values. The standard uncertainties sparding
Pu Pe Pe to the components that are proportional to the teiglues

Where BC, the buoyancy correction is equal to [8]: are expressed as relative uncertainties. The cadbin
standard uncertainty, is based on the parameters described

BC = —L%(pa —po)mi—i)+M} (16) above (which can be grouped to obtain a simplified
Pu Pe Pe expression that would better reflect the fact #wne of the
where: p, = density of the weight terms are independent from the applied load, wbilers
pa = density of the air during the calibration are proportional to the weight value) [5]:
po  =1,2kg/m is the reference density of the air _ 22
pc. = reference (conventional) density of the Ue=a+pll (22)
adjustment weight equal to 8000 kg/m I When corrections are applied to the error of intitica
Paagi= air density at the time of adjustment. of the weighing instrument, the expression for
Provided combined standard uncertaintyis:
- the instrument has been adjusted immediately
before the calibration g, a4 = pa, the buoyancy Ue= yJug? +u; 2 +\/L2 WUGyer* Uorel + Ul yrelmax)

correction may be calculated as:

BC = - L[ﬁpa _po)[ﬂi _i) (16') = \/UWZ +u,2 + LQ/ugxreﬁu'%rel +u(2El)relmax (23)
Pu Pe Ue from eq. (23) is calculated by replacing the terapure

- the instrument has been adjusted independent ofriation during calibration (from eq.7) with thectaal
calibration p, .4 is unknown) the buoyancy temperature variation recorded during the use ebtiance.

correction may be calculated as: [0 When no corrections are applied to the error of
~ indication of the weighing instrument, the largest
BC:—LE% (6™ relative indication error across the range that is

. . measured, | (wax) Should be added i@, in addition to
with the next assumptiongi, agF po andp,= pc Ugeiyreimasy AS follows:



— 2 2 2y, 2 2 2
Uc= \/UW *Ur +\/L Muexrer * Urel * (U(EN gy max * B rei(Max )]

= ‘/UW2 +Ur2 + Lq/ugxrel"'u'lz'rel +(U(E|)re|(MaX) +E| reI(Max))2 (24)
The expanded uncertainty for2 is
U=k

B. Calibration of mechanical balances

(25)

B1l. Two pan balanceghe balances with two pans
and three knife edges are also known as equal-atamdes
because the knife edges supporting the pans ar@albym
equidistant from the central knife edge. The thkede-
edges are parallel and lie in the same horizoaslep

Two-pan balances are generally undamped with
“rest point” being calculated from a series of fung
points”. Some balances incorporate a damping méstman
(usually mechanical or magnetic) to alloke direct reading
of a “rest point”. In all cases, the reading innmerof scale
units needs to be converted into a measured méseedice.

A two-pan balance undamped iswhises
frequently mainly due to the amount of time neettethake
a weighing compared with electronic balances.

There are two methods to calculate the "rest potie
equilibrium positions) “P” for balances (the acayaf the
second is better than that of the first one):

P = (ei+ 2e,+ e3)/4 or (26)

P = (er+ 3ey+3este,)/8 (27)
wheree;...e, are consecutive readings at the extremity o
the swing of the pointer, i.e. where it changeslitsction of
motion.

A calibration procedure, [7], is shown in the table

Table 1. Calibration procedure for two pan balances

No | Loads applied Readings | Equilibrium Difference
on receivers e & & | position N
| div div div
left right
1 0 0 R
2 Ly L, )
3 L, L P
4 Lo Litsw P
5 0 0 B
6 Ls La R
7 Ly Ls P
8 Larsw| L3 R
9 0 0 B
10 LS L4 H.O Alz Plo-Pg
11 0 0 Py
12 | Ls Ly P2 A= PPy
13 0 0 )
14 Ls L4 R4 As= Piy-Pis
15 0 0 s
16 Ls L4 R A= PisPis
17 0 0 e
18 | Ls Ly Rs As= PigPy7
19 0 0 )
20 Ls La Po Ng= Pog-Pig
where:

sw; and sw, are additional small weights (sensitivity
weights) with mass,, used to determine the scale interval
of the balance. The sensitivity weights should akbcated
against suitable mass standards.

less

L;and L, are weights with nominal masses equal to the
minimum capacity of the balance.
L; and L, are weights with nominal masses equal to the
maximum capacity of the balance.
The following tests and calculations should beiedrout on
a regular basis and are essential to the routieeatipn of
the balance [7]:
1. Determining scale interval while the balance isdkxh
with minimum capacity.
dmin=rn sw1/ |P4'P3| (28)
2. Determiningscale interval while the balance is loaded
with maximum capacity:
dmax:m SWZ/ |P8'P7| (29)
3. Determining repeatability while the balance is no
a loaded and loaded with maximum capacity (by
determining the experimental standard deviations):

Py are the equilibrium positions while the balance is
not loaded

Poi meg@re the mean of equilibrium positions while the
balance is not loaded

4; are the differences between equilibrium positions
of the balance when it is not loaded and when it is
loaded with maximum capacity

A, meq i the mean of; differences

%. Determining errors due to the fact that the twosagh
the balance are not equal in length (this testds n
applicable to balances with a single pan, case B2,
section to be discussed in).

_bkh+h R+R

Jmin - 31
> > (31)
P+P, R+P
J - 6 7 _'5 9 32
max 2 2 ( )
Uncertainty of measurement for the weighing

instrument
The standard uncertainty is based on the describede
parameters as following:

® uncertainty due to the sensitivity of the balance:

2 2
P E{/(“J = 33)
My P-R
and
Us max™ Gppa [ s ]2 +(“<P8‘P7)J2 (34)
Myyp R-F

where: ug, is the uncertainty of the additional small
weightssw (sensitivity weights);

(P4 —Ps) or (Pg —P;) is the change in the indication of the
balance (due to the sensitivity weights) with the
uncertaintiesips _p3)0r Ups —p7) respectively;

d is the scale interval.

From eq. (33) and (34), the relative standard uatgy can
be calculated as:



Us rel = U s (min, max)/ L (35)
and the largest uncertainty . maxiS taken into account
® the variance of repeatability :

Uy’=s*=R? (36)
uncertainty due to the inequality of the two areysgths
. :\/£+£+£+£+u2 (in scale divisions) (37)

4 4 4 "

2
uy =u? +(u, [@)? = [%} +(u, @2 = (inmg) (37)

= ,/0.00330? + (u,, [8)?
where: 42 is the variance of the repeatability

w

u? is the variance of limited resolution.

The resolution is equal to 1/10 or 2/10 of the esdaterval
d, the standard uncertainty being calculated as:

0,2d
__2 _0xd (38)
YR 2B

Then, the combined standard uncertainly can be
calculated as follows:

Ue= Y, )2 +ul + Ju2 02 =, @) +u2 +@,_ 1) (39)
The expandeduncertainty is reporting by multiplyingi,
with the coverage factde=2

U=k -y (40)

B2. Single pan balances

Displays on these balances tencetoflihe optical
variety, the sensitivity of the balance being lisuadjusted
by a skilled person.

In the case of single pan, direct reading anallytedances,
the following tests and calculations should be iedriout:
repeatability, calibration of the screen and calilon of
built-in weights.

1. Repeatability: this test should be done at or rtbar
nominal maximum capacity of the weighing instrument
using the largest load generally weighed in appbos.
Repeatability is determined in the same way as w
described in section B1, eq. (30).

2. Calibration of the screen: on can determineatt®uracy
measurements for the entire screen by the appicati
standard weights at various points in the rangig@fscreen
(1/4, 1/2, 3/4 and 4/4) according to the table 2:

Table 2. Calibration of the screen

N Load Equilibrium Poimed Diff Mass
o| applied positions mg Ly of
mg P. P P; Pued mg sensitivity
mg mg mg mg Weight
mg

11 0 R

2| sw=1/4 P, A= PrPor | Mswa

3/ 0 R Pos

4| sw=1/2 P D= PPy | Mswz

5/ 0 R Poz

6 SWs = 3/4 Pe Az= Ps-Pos Msw3

71 0 R Pos

8| sw=4/4 Ps A= Ps-Pos | Mswa

9]0 R Poa

where: sw... sw; are sensitivity weights having nominal
mass equal to 1/4...4/4 from the maximum capaditihe
screen;

M, IS the mass of the sensitivity weight applied;

B meq are the average equilibrium positions (rest points)
while the balance is not loaded.

The indication error of the screen will be calcethtas
follows:

E = 4 — myi— paVsui (41)

where:p, is the density of the air and,,; is the volume of
the sensitivity weight (withuys,, uncertainty).
3. Calibration of built-in weights: the built-in vghts are
used in combination during the operation of balafiest of
all, it is necessary to identify the built-in wetglas nominal
values. Ideally the weights built into the balast®uld be
removed and calibrated externally. If this is naisgble
they can be left in the balance and calibratediélnd) them
upon combinations. A standard weightof massms and
volume Vq is chosen for calibration, depending on the
accuracy of the balance.
The steps for calibration of built-in weights a8: [

- record screen reading at no load indicatign |

- record screen reading, Iwhen loading with
standard weighs,
- record screen readings Iwhen loading with

standardS (with volume Vy) and a sensitivity
weight of massn,, (with volumeVs,);

- record screen reading When the standar® is
removed and on pan remains only the sensitivity
weight.

To calculate the mass of the built in weight, thextn
formula can be applied:

1 +1, 1,+]
BWzms‘Paws*'PaWBW*'K[Q%‘%)

where K is a factor used to convert the readingerms of
scale units into a measured mass difference.
K= Myw — Pa [sz
|3 -1 2

(42)

(43)

3Fhe formula (42) can be reduced to a simpler onthef

accuracy of the weighing allows it and it is knothatK is
constant from the previous measurements:

BW=mg - p, Wg + 0, Wy +K I, - 1) (44)
The values fom, Vg, Ve, My, . are given in the calibration
certificate.

Measurement uncertainty for the weighing instrument

To estimate measurement uncertainty for the
weighing instrument the following parameters needbé
considered:

1. Uncertainty due to the repeatability of the vidig

instrument,u,, - given by standard deviatiohof several
weighing results obtained for the same load unkdersame
conditions, calculated as in eq. (36).

2. Uncertainty associated with the indication erofrthe

screen - calculated as follows:

— 2 2 2 2 5,2 2 2
Uen= \/usw + us, Wew T 02 gy, + Uy, Uy

(45)



The above expression includes the parameters Hedcu,
(repeatability),u, (resolution), u,, (uncertainty of the air
density), us, (uncertainty of the sensitivity weightMsi
(volume of the sensitivity weight with,,, uncertainty).

3. Uncertainty of the built-in weights - calculatstarting
from eq. (42) or (44):

Upw :Jui+u52+u§a(\/aw_vs)2+p§ 1U\§BW+L\Z)+UL% @‘%ﬁ ‘%Kz W(1,+19)-(1,+1)) (46)
= 2 —1)2+K2 47
o GHEHE MR UG )R TPy (4T)

results, but it should be remembered that the reldn
uncertainty represents only one part of the measenée
uncertainty stated in current applications of #iworatory.
Other contributions to the measurement uncertathit
have to be taken into account are the influencethef
buoyancy correction, the influence of the properié the
product that is weighed (evaporation, hygroscoieavior,
electrostatic charging, etc).

- Mechanical balances have generally been replaged
electronic balances, which often offer better resoh and

are easier to use. The recalibration period foroélthem

Since an experimental standard deviation cannot
calculated for a single measurement to estimatedata
obtained from previous repeatability evaluations) dze
used, thus resulting a pooled standard deviation.
Standard uncertainty of the reference weights calculated
according to eqg. (9) from above.

The combined standard uncertaintycan be calculated as

follows:

[0 when corrections are applied to the error of intilica
the expression for combined standard uncertaigity

[1]

U= \/Uw2+Ur2+Uéw+(U(E|))2 (48) [2]

0 when no corrections are applied to the error of
indication, the indication error across the parsaleen
range that is measuref should be added ta,, in [3]
addition tou,, as follows:

U= \/Uw2+Ur2+U§w+(U(E|) +E))? (49) [4]
The expanded uncertainty fle2 will be:
U=k (50)

(5]
Conclusions

This paper established metrological requirements
for the calibration of nonautomatic weighing instents
and provided useful information for operators wogkiin 6]
accredited calibration laboratories in variousdglin order
to determine the mass of products.

[7]

- A laboratory should not attempt to make measurgse
with an uncertainty of “X” using an instrument thts the
readability “x”. If the user wishes to apply no wstions, to
obtain an uncertainty of “x”, he should have a batawith a
readability of “0.1x", to be sure that are no grassors
present.

(8]

- The balance indications are closer to the coreeat mass
than to the true mass, on many occasions, the atioic
being directly used as the conventional mass. Tis
normally not valid for mass (true mass). In currese, it is
necessary to convert the weighing result from the
conventional mass to the true mass (in section &2ribed
above, the weighing result is transformed diredtiytrue
mass).

[9]

- When a calibrated instrument is used, the cdiima
uncertainty stated in the calibration certificaté that
instrument has to be taken into account when regppthe
measurement uncertainty associated with any measumte

banechanical and electronic) can be different fazhetype,
being influenced by such factors as the usage ef
receives, operator skill and the environment in clrhihe
balance is located. As a general guideline, balshoeld be
recalibrated yearly,
established.

th

until the stability of opeaoati is
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