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Abstract: Many computing techniquesre used to evaluate EMC disturbances, describe the use of various devior
Power Quality parameters, each showing specificolving power quality problems, give the specifianslards
advantages and disadvantages. This paper presents ta a certain category of equipment or for certain
improvement of Curve Fitting Algorithm (CFA) having environments including both emission limits and iomity
good accuracy in the estimation of the signal's @ow levels standards.
quality parameters.

The IEC’s guidelines identify thirteen parametecs t
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(P.Q.). Power frequency;

Magnitude of the supply voltage;
1. INTRODUCTION

Supply voltage variations;
. Rapid voltage changes;
The sudden changes in power systems, produced by 5 sypply voltage dips;
many reasons as the use of large power reactids loaby Short interruptions of the supply voltage;

unwelcome struck by lightning, can be the cause of Long interruptions of the supply voltage;

malfunctions and often damageS of others electdysﬂems Temporary power frequency Overvo|tages between
connected to the electrical network. live conductors and earth;

The economics problems consequents with thesedéind 9. Transient overvoltages between live conductors and
technical problems are often very hard to sustsinjt be earth:
born the necessity to quantify the effects that dsn 10. Supply voltage unbalance;
produced by use of power electrical systems onrsthe 11 Harmonics voltage;
electrical systems linked by the electrical networttis 12. Interarhmonics voltage;
important topic in the studies of power system sraad
leaded the International Electrotechnical Commisgi&C)
to the definition of parameters that give the measf the
quality of the energy [1,2,3,4,5].

IEC has defined a series of standards to deal pather
quality issues. The two most widely referenced daads or
guidelines are the IEC EMC series as indicated i
acronym IEC 61000-x-y (with x:1-6 and y:1-7) ance th
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Each one of these entities faces and determinestap
the problems that may be found in a context so wide

We would want that the waveform presents on etedtr
network should be a perfect sine wave, but thegmes of
the effects of large sudden changes in the netugend
significant deformations in the wave. The thirteen
parameters, defined by the IEC, quantify theserdedtions

IEEE 1159[6,7]. These guidelines provide the fundatal
principles on EMC issues, describe the variousnitefhs

and terminologies used in the standards, descrig a

classify the characteristics of the environment

surroundings where the equipment will be used, iges/
guidelines on compatibility levels for various didiances,
define the maximum levels of disturbances caused
equipment or appliances that can be tolerated mvithe
power system, define the immunity limits for equgmh
sensitive to EMC disturbances, provide indicatieamsthe
design of equipment for measuring and monitoringvgro
quality disturbances outlining
procedures to ensure compliance with other partshef
standards, give hints on the installation techrsque
minimise emission as well as to strengthen immuagstinst

the equipment taptin spectra,

and allow us to determine the quality of the enesfiyhe
electrical signal under control.
Technically speaking, to have these parameters, dir

omll, it is necessary to measure the signal. A prable to

pick up the electrical signal in real time and wiéhgreat
level of confidence face this problem. After whighis
byecessary to study signal's characteristics extrgct
information from it. For this purpose, and so tduate the
quality of energy, there are many different apphesclike
FFT, applications of adaptive filters, artificialeural
networks, singular value decomposition (SVD), higheler
prony model and min-norm
[8,9,10,11,12,13,14,15,16,17,18]. The aim of allesth
techniques is to obtain the spectrum of the sigkRair
examples prony model and min-norm method preseyit-hi

model



resolution estimated spectrum but their accuracg arsquares curve-fitted approach is most useful paityd
strongly dependent by signal distortion, the sangpli clearly exists in the data like in our case. Aldgarticular
window and the number of samples taken into thenebn  advantage is that in a curve-fitted approach, itnit
process, moreover the computational complexity mrem necessary to truncate data exactly every periodvids
than FFT algorithm that is the point of referenaed a Fourier Transform[5].

comparison for the other techniques because it e The aim of this work is to present an improvemeit o
used in Power as well as most other engineerindsfiand, curve-fitting algorithm approaches that allow toscliibe
therefore, it is the most common technique for esyst power quality in real time and with more accuracy.
spectrum estimation [1,8,9,14]. Others techniquidss -

applications of adaptive filters and artificial maunetworks, 2.1. Modified CFA
operate adequately only in the narrow range amdoakerate In scientific literature Curve-Fitting Algorithm sismes
noise levels moreover present bad resolution [@@hers, a fixed sampled window, since O until T, and opssat
like singular value decomposition (SVD), are clgarl minimizing the integra® with respect to A and B:
superiors than FFT but the computational efforsashard -

that are suitable only for offline analysis of reced ®:j0 [y(t)- Asin(wt) - Bcodwt)]’dt (1)
waveforms absolutely unsuitable to satisfy the asite to ) o .
monitor the signal in real time [13]. FFT is thgaithm Where y(t) is the sampled functio®, is the summation of
most widely spread throughout the power systend feld ~ square dlfference§ from a sinusoidal S|gn.al pas#ibwith a
permits a convenient assessment of magnitude aadeph Phaseg = atan’y, fixed in the 0-2 range with respect to the
information. Nevertheless all system spectrum edtons
based on Fourier transform request special care tdue
possible problems with aliasing, spectral leakawe @icket-

window. With the methodology of Lagrange multipigit
is possible to implement the well known best fibgadure,

fence that could involve an incorrect version & fpectrum Zo:zﬁe:rlggrrt'he frequency f related to T by the
[5]. These performance limitations are particular : .

troublesome when analysing short data records,hwdacur The first statement to face is the real value efifiency that
frequently in practice, because many measured psoaee must b? equal to t_he settled one. It. can be caimila
brief. The use of windowing techniques alleviateese d€veloping the equation 1, we obtain thas:

problems trying of minimise sidelobe’s levels, and , R

consequently making as narrow as possible the oiznl Hy(t)co{al)dt} —Hy(t)sin(ax)dt}

width of the spectrum frequency of the window flmict a%a.md:% - 2 = - @
used. In this way it includes only the spectralirarest, [Jy(t)ﬂiErtos{at)dt}Eﬁjy(t)sir(w)dt}[h(t)ﬂEsir(ai)dtij(t)cos{w)dt}
with minimal sidelobes levels to reduce the conmfiitm ’ ’ ’ ’
from interfering spectral components. In fact, ffiet
magnitude of the window function is reduced towazdso

at the boundaries, any discontinuity in the origina
waveform is weighted to a very small value and tthes
signal is effectively continuous at the boundarighis
implies a more periodic waveform which has moremite
frequency spectrum [5]. Anyway it is easy to astdeat FFT
techniques present high computational cost andt ghamimit

to have measurements in real time, aspect fundamant
our application. _ Nume,T)
Lea]s_t Oqu':ares Iittintg, hor its \{arie_m; absctJ_Iute ea_\tlﬁantb?h wcalculated_m
applied to extract harmonic information withou e . :

drawbacks necessary for FFT algorithms and ther}’1vhere obviously:

particularly suitable for real time application. 27
« Fw , w= ?

In the (3) equatiom¢qcuaedmust be equal te, so this value
will be modified till obtain the equality: this jties the

modifiedadjective in CFA

This procedure may be obtained using a cyclic moce
sweeping the frequency, that is heavy to compute.

This work present a method that avoid the cyclicidation

and to obtain directly the correct estimatiorwof

To obtain it, we can rewrite eg. 3 in the genegiation:

3)

‘calculated
1. CFA

So, the difference among the real frequency ancutztked
one is indicated byAw and developing by means of Taylor
series numerator and denominator of (3) we canevihie
next relation:

Curve-Fitting Algorithm is another techniques taifye
power quality voltage parameters [5,19,20,21,2243, It
uses least square error estimation to find the madg and
phase of the signal frequencies. Curve fittingasléhe best

! ANu *Nur{e,, - w+ba) | *Nun{w, - w+Ad)’

fit of a curve to a waveform and measures the discr a+ darm e R 7 og 6 Num_,

residual values between the waveform and the fittade. ’ {Dema%e - my;;er(@m—a;mz+a;t:jer(%‘—ag+mﬁ__} 2(Den (4@;
w

In the least squares method, the size of thesduasi is
measured by the sum of their squared values. Bhteen  peveloping the previous relation, we obtain thdofol g-
minimised to obtain the least squared error, and thgrade general equation:
amplitude and phase of the best fitted curve catedl

Least squares curve fitting has both computaticanad Zaﬁ(&d)i

9
; ) . =0 5
theoretical advantages over Fourier processing.eastl =] ®)



where is possible to define tha ™ coefficients like:

:@aiDen+
TIP|

2 90"'Den_10'Num

1 6
(i-1) 0™ it 0dd ©

In the appendixes 1 and 2 there are the deterromafithe
9'Den 4ng thed Num,
0w 1D

The g value is a choice linked to the accuracy irequby

CEIl EN 50160, that in this case must be chosenldqus

that means the resolution of a third grade algelaquation.
When work frequency is fixed, it's simple to calatd

system’s harmonics replacieg with @ and it is possible to

demonstrate that system’s interarhmonics are ekléama

using following relations:

T ) A ) (T ) BT ,0)
r.o.a) AT o ca) (T o) @)
w, (T Wy, “-‘1) (T Wy, "-’1) r(T Gy, %)[A(Trwzxaﬁ)
AT @)= AT ) T (T ) ®)

A= a*+p 9)

where A is the means square root of interarhmofigdds
and H(T,(Dz s (Dl), F(T, 7, (Dl), A(T, 7, (,01) and B(T,(Oz ,

are respectively:
1) p y (10)
sin(@ayT) +sin(2eaT) - 2sinl(w + w)T] | (@ + @ f)
o)=L T (2q) (2wz)
Aa-af| 1 [(Zaa) (2 ) -2l + ] - f[qu (2 -2l + )]
2codT)codwT) -1-cod2T) - cof2wT)
M @)= +T . , (11)
()| o -y o Bl G,
_ @ ofl- Coi@t} o {1 cos{a{t}
Ay a) == i [ a el dElZ)
P \sm(wzt) @ tomsinat)
olrena)=(, - wlly ot o)) @)

If interarhmonics fields are n, the calculus of kst two
integral is hard because it is necessary to rap@attimes,
but, if interarhmonics fields are contiguous, tladcalus is
more simple because it is repeated only n+1 times.

2.2. Uncertainty in Modified CFA

The uncertainty linked to the cutting off of theies at
the third terms is about 0.2% [25].

To compute the accuracy for each of previous imtisgr

in A and B terms, we must consider the uncertdinked to
sampling and that linked with numerical integration

In the integral calculation, uncertainty linkedsamples
is half a quantum or % q.
With n independent samples by the Central Limitdreen

we must have:g =

Theory that assures=n+/n .
We consider a pound in our integrals varying byittiegra-

lq\m derived by the Gauss Error

nd:“sin c o”, “ o sin ca”, “ o®sin ca” and “a° sin ca”.

The definite integral extended to a whole perfadhishes

LT . 1T
P, :?L t'sin@tdt + p _?J'O t'lcos@tjdt  (14)
Generically is possible to write:
ps = 21 Ilﬂ Ua’ sinada - J'a smadaJ (15)
3
11 (16)
Pc oo !a cosada - Ja cosada+Ja cosada

2 2

Developing calculations, uncertainty linked to qtiation
errors are given by:

T ~(n+1) d
A( [ sin(ax)dtj - Azajlf”" (17)
with
koz 2 /TC, 1k 21
k,= (3n° — 4)lt ~ 8.65, k= (5n° —12)~ 38
(n+1)
U t! cosw)dt) w (18)

with yo= 2 /=, V=2,

yo= (5n° + 4n-8) / 2t~ 9.1, %=(7n® + 61 +24) | 2~ 64.5.
To determine the uncertainty on numerical integrati

considered as a “rectangular series” we have:

b-a (19)

83
being b-a the integration limits equivalent to Tintegration
interval linked each other by the T/n, where Mtlige
maximum value of the first derivative in the intatjon
interval:

M=

f(x) inb-a (20)

2

e, < L M (21)
2n

a

To evaluate M we consider conditions:

S,(t):j'y(r)ri sinfwr)dr  C;(t) = [ y(r)r' coder)dr (22)

o'—.~

The integrand, derivative is :
fs@® =y S O +yOS O :f ) =y OC 1) +yOC )(23)

By general consideration of behavior, the value tioé
maximum of derivatives S(tand C’(t) will be that allows
S"(tY=0and C’() =0

Supposing we have y(t) = A/2 siot(+ a), is possible to

obtain t that furnishes the maximum, as an example, of

functions £ (t), obtaining
£(0) =%wcos@t* +a)S (1) +%sin(mi* ra)st) (24)
and

afas(t) %wsm(wt +a)S () +— S(t )cos(oC +a) (25)
o




that furnishes:

sin(i” +a) = —¢ (26)
VO'S(t) +S(t9)
and in similar way forf _(t) , we have:
cos@0 +0) :—(”S*i (t) ’ (27)
VO’SE(t) +SP(tY)
It must result for sin function :
e A 0®SH(T) -SP(Y) (28)
ft) =7 F7—7———=
2 Jo’si(t') +S7(1)
while for cosine function:
5 0’ClH(t) -Ci (1) (29)

fot’)=
o’CH(t) +CA(tY

Simple considerations allows to demonstrate thaah be
determined, in the sin case as:

. 2iot" 30)
tglot )=—F——— (
gfot) @) —i(-1)
while, in the cosine case, the relation became:
G\ a2
tg (@ t*):% (32)
2iot (0t)
The integral error became:
2
s, S %f (59, (t*) (32)
with sy=9 ; &n=G;
< T A © f(sc) (t(sc)l) f(sc) (t(sc) ) (33)
(so)
2n 2 \/(sz(ic) (t(s,c)i) f(s,c), (t(s,c)i)
By the underlining ofv, we can obtain:
8(5,(:)‘ < (Zﬂ)l " (34)
A - 4n(0|+1 SGC

being K= 1,000; H = 1,135; H = 0,700; H = 0,104,
Hc = 1,000; H =0,192; K = 0,903; K = 1,000.

General expression of uncertainty related to thepmding
of each integral concerning our problem can beesged as

S _ ¢yt oetor (27) 35
o3tz +Ghua ] 09

If we synthesize the expression (3)oés:
_1 C3-S¢  _Num (36)

“2(s,C, cosl) Den

it is possible to synthesize the uncertaintyos:

_ (2GAG, +28AS) _ Num(GAS +SAC, +CAS +SAG) (37)
Der Der?

In terms of relative uncertainty:

A-AQ(ZQ an) S{ 25 , n}Aqso r15. S (39)

Num De Num De Den

In many calculations this value doesn’t exceed tdrEpm.

3. FIRSTS EXPERIMENTAL RESULTS

The firsts experimental results to valuate the ibditg
and the accuracy of CFA have been obtained by a new
instrument able to determine in real time the &airt quality
parameters. This instrument has been developechted
for this purpose because in commerce there isn’'t an
instrument able to satisfy all the characteristeached. It is
composed by a PC with an acquisition card that pglkan
electrical signal directly on the electrical netkwdry means
of opportune transducers. The acquisition frequency28
KHz corresponding to 2560 samples that define debwf
0.02 s. Each buffer is then analyzed by CFA progttaat is
able to extract the information.

Table 1 shows the value of the fundamental for €a08
s buffer with own uncertainty.

Tab. 1: Frequency variation obtained with CFA algaithm

Time Buffer Value (HZ) Uncertainty

(ms)

0-20 49,98052 0.0212%
20-40 49,99997 0.0132%
40-60 49,98052 0.0070%
60-80 49,98052 0.0117%

80-100 49,98052 0.0001%
100-120 49,99997 0.0002%

Figure 1 shows the behavior of the fundamental
frequency for a 0.12 s time window.

Fundamental Frequency (Hz)
50,005

49,995
49,99
49,985
49,98 3 E <
49,975

0 20 40 60 80 100
Time Window (ms)

120

Fig. 1: Frequency variation obtained with CFA algeithm

As it is possible to see, the instrument charamssrlittle
variations in the fundamental frequency, anywaselwith
50Hz.

To obtain a comparable accuracy by FFT algorithm, i
should use a zero-padding technique with a number o
zeroes equal to 500 times the number of samples Wgith
only 2560 samples we should have a sensibilitygneater
to 50Hz.

Another advantage, that will be faced in other vgoik that
this form of CFA formula allows to define the
interarhmonics fields in an easy way and accordin@EI



6000-4-7 (where the fields are 240). Moreover CBarfula
give us information about flicker in amplitude mdation
field of the fundamental frequency according to CENI
50160. A first experiment on real collected valadiew us
to say that the frequency calculus accuracy is laimb
fundamental amplitude and it is equal to 0.2% fe®3.g
Evaluation of all parameters can be obtained in tieae
using a PC with only 1000 signal points sampleti0ft0 Hz
frequency.

4. CONCLUSION

The Curve Fitting Algorithm allows to determine kvia
little number of samples with respect other aldwonis, and
so saving much computational time,
frequency of the signal under observation with eceatable
level of accuracy. This represents the major probfer
every program that face a real time analysis dfjaad.

CFA permits to determine easily the harmonics duedrt
phase in the observation window after the indivithra of
fundamental.

An extension of Curve Fitting Algorithm conceptoals
the determination of interharmonics fields accogdinith
definitions presents in CEI EN 50160.

The possibility to monitor with sliding window the
signal under observation allow us to identify vesfyort
voltage interruptions too.

A first experimental prototype has been realizedaly
operative, that will be used to determine intermhamic
presence modifying CFA.

APPENDIX 1
Being $Sand Gdefined as:
T T
S = [ y(t) & sin(at)dt + o C = [y(t)a’ reogat)dt
0 0
Num=C? -
dNum
b =208 728G~ 2T,

9°Num
a?

=280, Cvss 2] 28 1 2o 2y |

=z{sf+2—y( )5 -C.C. -G 485, + 20T + ATyfric, + ZTyfr)g + 4T Z(T)}=

25C,+SC, +8G, +GS, +8C, + 5 YTI2C, + TG +C, +C,T7)

9°*Num _
- res +7s) - 12 r)c, - 22T o)
APPENDIX 2
Den=CS, - SC,
N 5.5, -C.Co+ i+ 8 -2 y(T)TS +]
9°Den

=08, ~35C, + SC, + SC, + R y(TerT? + 26, -a0T]+ X y(r)(rs + 5)

9°Den
I%%

*[s,T?+65T -35,-2572]-

=S,S,-4C,C, +3S2 +C,C, 28351+C2+Ey()
y(Mc,T2+2¢, -3cT]+ 24”2 yA(T)T?
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