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Abstract: A research project on the measurement of 
emission factors in critical driving conditions arising from a 
cooperation among University of Sannio, Istituto Motori of 
CNR, and some companies of Italian Regione Campania is 
started. In particular, in this paper, a procedure of automatic 
feature extraction and data classification of vehicle driving 
sequences by means of Wavelet analysis and Cultural 
Algorithms is proposed. The procedure improves the lack of 
sensitivity of the state-of-the-art statistical methods to 
variations of vehicles instantaneous kinematic  parameters 
(e.g. speed, acceleration) through a simple heuristic link 
between vehicle speed and road traffic data. 
 
Keywords: Cultural Algorithm, Feature Extraction, Vehicle 
Emissions. 

1.   INTRODUCTION 

The evaluation of vehicle emission factors is necessary 
for quantifying the impact of traffic flows on air quality [1]-
[2]. Thus, in last years, a scientific debate arises on the 
choice of reference driving-cycles (DCY) (Fig. 1) used to 
perform emission measurements in the laboratory or to 
associate on-road emission measurement to vehicle driving 
behavior. Many research associations proposed own 
definitions [3]. Several studies are based upon the collection 
and statistical analysis of data from large numbers of 
vehicles/trips in particular regions [4]. 

Nevertheless, in this approach, the definition of the so 
called micro-trips or sequences in a driving-cycle is of basic 
relevance [1]-[5]. Micro-trips are subsets of DCYs whose 
features contribute, through a clustering procedure, to 
associate the current traffic condition to reference DCY 
defined by different associations (EPA, ARTEMIS) [1]-[5], 
[7]. Thus a definition of such features is critical. State of the 
art exploits a kinematic  approach computing for each 
sequence features  such as: speed, acceleration, and some 
aggregated variables (e.g. time spent in acceleration, time 
spent in cruise mode and so on) [3]-[6]. 

In this paper, arising from the scientific cooperation 
among University of Sannio, Istituto Motori of CNR, and 

some companies of Italian Regione Campania, the problem 
is faced by a heuristic classification procedure. In particular, 
the procedure was based on a (i) Feature Extraction (FE) 
algorithm, exploiting wavelet transforms, and a (ii) Cultural 
Algorithm (CA). 

The use of an advanced FE technique, such as wavelet 
transform [9]-[13], is necessary in order to improve the 
sensitivity of classical statistical methods. Wavelets are well 
known functions whose energy is concentrated both in time 
and frequency [13]; they are successfully applied to non-
stationary signals and images [9]-[11], noise filtering, and 
feature extraction of automotive signals [9]-[13]. In our idea 
the CA has to produce, using an heuristic approach, an 
optimal evaluation criteria to classify the extracted features. 

CAs represent the state of the art of Evolutive Algorithms 
(EA); culture is there exploited to accelerate evolutive 
process (cultures evolves faster than coltures [14]-[15]). 
Several papers have shown that CAs are more effective and 
accurate than classical EAs [12]-[17]; they are mainly 
composed by a population space and a belief space 
communicating through a communication protocol [15]. The 
former space contains a set of possible solutions of the 
problem [14]-[19], and it is usually constituted by a Genetic 

Fig. 1 – An example of driving cycle and sequence to be identified. 



Algorithm (GA) [14]-[15], [18]; the latter is a specific 
mechanism of evolution pressure; the characteristics of best 
individuals updates the knowledge in the belief space by 
evolving the information for a faster and better solution 
search. In this way, the intrinsic resource waste of genetic 
evolution is avoided by driving evolution suitably through 
such a cultural mechanism [14]-[16]. 

2.   THE PROPOSED PROCEDURE 

The proposed procedure classifies the different 
sequences, obtained through a signal segmentation 
algorithm [9]-[10], by a given signal, in a prefixed number 
of clusters. The procedure is subdivided in two main parts: 
(i) the wavelet-based Feature Extraction section, and (ii) the 
CA section. 

2.1.  Feature Extraction Section 

The main task of this section is to apply the wavelet 
transforms to each of the extracted sequence in order to 
obtain the features that will be subsequently processed by 
the proposed CA. The following notation is introduced [10]: 
• Dl is the l-th detail level of wavelet coefficients; 
• dli is the i-th coefficient in the l-th level; 
• [a, b] represents a segment with boundaries at samples 

a and b whose midpoint is named m; 
• ti is the time of the sample normalized from 0 to (b - a). 

The subsequent features were extracted [10]: 
1) Wavelet Coefficient Average Level: 
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representing the mean of detail coefficients for l-th level; 
this feature contains information about the signal slope. 
2) Wavelet Coefficient Energy: 
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providing information on noise level and frequency over the 
segment. 
3) Wavelet Coefficient X-Centroid: 
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giving an indication of the location in time at which an event 
occurs. 
4) Wavelet Quarters: 
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representing the mean value of the detail coefficient for each 
of the four quadrants of the segment.  

2.2.  The CA section 

The CA’s inputs are a set of features vectors (one for 
each sequence), and a reference classification (e.g. obtained 
through statistical procedures) based on an array whose i-th 
element is the cluster number of the i-th sequence.  

The distribution of these feature vectors is characterized 
via vector quantization (VQ) trained using a generalized K-
means algorithm [20]. Each individual of the CA is a matrix, 
whose row represent the coordinates, in the feature space, of 
all possible centroids with the associated cluster. On the 
basis of the euclidean distance, therefore, each sequence will 
be associated to the closet centroid, and, correspondingly, to 
the related cluster. 

Thus, the main task of the CA. is to find the coordinates 
and the minimum number of centroids able to identify the 
different clusters univocally, as schematically shown in 
Fig.2, for a 2D space. The fitness function corresponds to 
the percentage of sequences labelled by the CA as in the 
reference classification. The percentage of the sequences 
correctly labelled is weighted by the number of the centroids 
used for the classification, in order to promote the solution 
with less centroid. 

 

 
Fig. 2 – A 2D scheme of the features space. 

3.   PRELIMINARY EXPERIMENTAL RESULTS 

The system was implemented in Matlab™. For the FE, 
the mother wavelet Bior5.5 was chosen due to the high 
correlation with the speed set. For the CA default 
configuration, according to literature [14]-[18], the 
following parameter setup was used: migration percentage 
10, crossover percentage 90, elite count 1, GA cycles 20, 
accept percentage 20, population size 700 and influence type 
situational, topographical and historical.  

The reference classification was achieved through a 
statistical procedure applied to on-field measurements on a 
large fleet of vehicles driving in Naples[4]. In a speed set of 
114000 samples, 1523 sequences (i.e. a set of speed data 
with null first and last values) were found; for each 
sequence, wavelet analysis was carried out at the three most 
significant levels in order to extract 21 features. The data 



were The CA’s solution was able to classify 81% of the 
sequences of the reference classification; for each of the 
clusters.  

 

4. CONCLUSIONS  

A research project on the measurement of emission 
factors in critical driving conditions arising from a 
cooperation among University of Sannio, Istituto Motori of 
CNR, and some companies of Italian Regione Campania 
was conceived.  

Preliminary results of a CA-based approach to 
classification showed satisfying quality, although fitness 
values can be improved. 

Next steps are mainly concerned to: (i) selection of 
features by a better discriminating power, and (ii) the 
integration of the proposed procedure in a larger DCY 
identification system. 
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